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ESP Data Center Deploy Guide

This guide provides IT professionals with prescriptive steps to deploy a Data Center network using the
following products, as outlined in the Design document:

« Aruba Fabric Composer
Aruba CX 10000 Series
Aruba CX 8300 Series
Aruba CX 8400 Series
VMWare vSphere

.

Document Conventions

Bold text indicates a command, navigational path, or a user interface element.

Examples:

« the show vsx status command

+ Go to Configurations > Routing > VRF

Italic text indicates important terminology or a value that appears in a field on the user interface.

Examples:

« A VXLAN Tunnel Endpoint (VTEP) function within leaf switches manages the origination and
termination of point-to-point tunnels forming an overlay network.
« Name: DB_NET_PROD_DC1

Shaded blocks indicate variables for which you should substitute a value appropriate for your environ-
ment.

Example:

+ BGProuterid: 10.0.5.1

For the most up-to-date information on ESP Data Center solutions, please refer to the Validated
Solution Guide Program
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The HPE Aruba Networking data center uses technology and tools to transform the data center into a
modern, agile, services delivery platform. Organizations of any size, distributed or centralized, can
benefit from streamlined perfomance and improved network cost-effectiveness using HPE Aruba
Networking data center products.

Overview

The HPE Aruba Networking AOS-CX operating system simplifies overall operations and maintenance
using a common switch operating system across the campus, branch, and data center. The system can
be managed in the cloud or on-premises and supports a comprehensive application programming
interface (API). AOS-CX employs robust artificial intelligence functions that continually analyze and
realign network flow to ensure that the system operates seamlessly in accordance with network
management best practice, without requiring manual IT staff intervention.

The use of converged Ethernet has changed the way hosts access storage within the modern data
center. Dedicated storage area networks are no longer required. Lossless Ethernet and bandwidth
management protocols ensure timely reads and writes using a traditional IP LAN. The combined cost
savings and operational simplicity are driving a major conversion to converged Ethernet.

At the same time, network topologies have become virtualized. Although virtualization delivers the
flexibility required to meet the changing data center requirements, it can present complexity and
challenges with implementation and management. An HPE Aruba Networking data center addresses
these challenges by automating installation and implementation of the Aruba AOS-CX operating system,
with features such as automated device group configuration, Zero Touch Provisioning, scheduled
configuration backups, dashboard-ready network performance metrics, and built-in alerts for critical
network functions.

Before designing a new or transformed data center, it is important to consider the organization’s
current and projected strategy for hosting and accessing applications from the cloud. Determine the
applications that will remain on-premises so you can establish a data center with ample throughput
and storage to meet requirements.

The HPE Aruba Networking CX 93xx, 83xx, CX 84xx, and CX 10000 switching platforms provide a best-in-
class suite of products featuring a variety of high-throughput port configurations, industry-leading
operating system modularity, real-time analytics, and “always up” performance.

This guide explores deploying HPE Aruba Networking switches to create a modern EVPN-VXLAN solution
and a traditional Layer 2 two-tier architecture.
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EVPN-VXLAN Deployment Overview

An EVPN-VXLAN architecture accommodates growth and provides network flexibility using a Layer 3
spine-and-leaf underlay with a software-defined fabric overlay. Spine switches provide connectivity
between leaves, while data center hosts are attached to leaf switches. The EVPN-VXLAN fabric overlay
simultaneously supports Layer 3 segmentation and Layer 2 adjacency between hosts anywhere in the
data center using standards-based protocols. Reachability information between hosts is shared using
BGP’s L2VPN-EVPN address family. VXLAN encapsulation is used to forward traffic between overlay
hosts using the Layer 3 underlay as a transport service.

The HPE Aruba Networking EVPN-VXLAN architecture provides the following benéefits:

« Afault tolerant design that accommodates hardware failures at multiple levels.

+ Easy incremental east-west capacity expansion by adding switches at the spine layer.

« Programmatic Layer 2 VLAN reachability across the data center.

+ Programmatic expansion of Layer 3 segments supporting data center multitenancy.

+ Inline policy enforcement using the Aruba CX 10000 switch.

+ Microsegmentation of attached hypervisor VMs and containers.

« Switch upgrades without a service outage.

+ Orchestrated configuration, management, and operations using HPE Aruba Networking Fabric
Composer.

Layer 2 Two-Tier Deployment Overview

A Layer 2 two-tier architecture supports a resilient, high capacity data center design without the need
for specialized knowledge in overlay protocols. Multi-chassis link aggregations (MC-LAGs) provide
multiple Layer 2 redundant data paths between a collapsed data center core and access switches, and
between access switches and their attached data center hosts.

The HPE Aruba Networking Layer 2 two-tier architecture provides the following benefits:

A fault tolerant design that can accommodate hardware failures at multiple levels.

Layer 2 VLAN reachability across the data center.

Inline policy enforcement using the Aruba CX 10000 switch.
« Microsegmentation of attached hypervisor VMs and containers.

Switch upgrades without a service outage.
Simplified configuration, management, and operations using Aruba Central cloud-based con-

trols.

Purpose of this Guide

This guide describes HPE Aruba Networking data center implementation procedures, with reference
for architectural options and associated hardware and software components. It delivers best-practice
recommendations for the following deployment models:
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+ Anext generation spine-and-leaf data center fabric using VXLAN and BGP EVPN to take advantage
of the orchestration capabilities of HPE Aruba Networking Fabric Composer.

« Atraditional Layer two-tier data center configured via HPE Aruba Networking Central.

+ An Ansible automated configuration via AOS-CX API for a traditional Layer 2 two-tier data center.

Refer to volume one of this VSG for additional design guidance: HPE Aruba Networking Data Center
Design

This guide assumes the reader has an equivalent knowledge of an Aruba Certified Switching Asso-
ciate.

Audience

This guide is written for IT professionals who need to deploy an Aruba Data Center Network. These IT
professionals serve in a variety of roles:

+ Systems engineers who require a standard set of procedures to implement network solutions
+ Project managers who create statements of work for Aruba implementations
« Aruba partners who sell technology or create implementation documentation.

Customer Use Cases

Data center networks change rapidly. The most pressing challenge is maintaining operational stability
and visibility for users while moving or upgrading computing and storage resources. In addition, data
center teams must continue to support the rapid pace of DevOps environments and meet growing
requirements to connect directly and continue operations within the public cloud infrastructure.

Within a rapidly changing landscape, it is critical that network and system engineers responsible for
meeting data requirements have efficient tools to streamline and automate complex infrastructure
configurations.

Validated Solution Guide 8



May 28, 2025

HPE Aruba Networking Fabric Composer automates initial provisioning, ongoing configuration, and
management of an EVPN-VXLAN data denter fabric. Fabric Composer’s Guided Setup process config-
ures baseline switch features, underlay addressing and routing, and overlay control and data plane
components.

Fabric Composer integration with VMware vCenter provides visibility, policy automation, and vCenter
configuration of DVS and PVLAN policy components.

Fabric Composer enables flexible management of AMD Pensando’s Policy and Services Manager (PSM)
firewall policy for the CX 10000 and access control lists available on all switch models. The API-based
integration with PSM and AOS-CX switches allows Fabric Composer to provide a single pane of glass
for all network-based policy management.

Fabric Composer provides a wizard-based microsegmentation policy builder. The end result of its PSM,
switch, and vCenter policy component automation is a model that enables systems administrators to
dynamically add a VM to network policy enforcement in their own independent workflows using VM
tags.

Additionally, Fabric Composer provides ongoing visibility into fabric components. Alerts and trou-
bleshooting tools allow quick identification and resolution to failures in the EVPN-VXLAN fabric.
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The first step for deploying a data center is the physical installation of the switches and computing
hosts.

Switch Installation

Verify the airflow configuration for the products to be installed to ensure that they support the cooling
design for the data center. If required, an optional air duct kit is available for Aruba data center top-of-
rack (ToR) switches to redirect hot air away from servers inside the rack.

Before installing switches, download the Aruba Installation Guide for the specific models. Review the
Installation Guide before installing and deploying the switches. Carefully review requirements for
power, cooling, and mounting to ensure that the data center environment is outfitted adequately for
safe, secure operations .

Step 1 Open a web browser, navigate to the HPE Networking Support Portal, and login with using
appropriate credentials.

Step 2 On the landing page, click Software and Documents Search panel.

Validated Solution Guide 10


https://networkingsupport.hpe.com/

May 28, 2025

HPELC—]
GreenlLake

HPE Networking Support Portal

HPE Networking Support Portal v8.4 is released!

HPE Networking Support Portal v8.4 includes a new Global Search

please review the Feature Preview.

Featured Services

Case Management Hardware Trc
Replacement

Enhance your experience by creating and Submit and m

overseeing your support cases. Troubleshooti
Networking pr

- -

Software and Knowledge Search

Documents Search

Search for knowledge
Search for product )
) articles for your HPE
documentation, software )

Aruba Networking
updates, and release

products
notes

- I -

Step 3 On the Software & Documents page, select the following filters. - File Type: Document -
Product: Aruba Switches - File Category: Installation Guide
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HPE[——]
GreenLake

HPE Networking Support Portal

< Home

Software and Documents

Q. Search files

FILTERS Showing 168 Results

File Type

(> Document (168)
File Type: (5 Document (% Product: Aruba Switch

Product <'>

v b itch " . H
B4 Aruba Switches (168) J ) 9300 Installation and Getting

Software Group Aruba Switches v--

File Category

Installation Guide (168)

Step 4 Download the Installation Guide version for the switch model to be installed.

Step 5 Complete the physical installation of switches in the racks.

NOTE:

Spine switches can be installed centrally, in middle-of-row or end-of-row locations depending
on cabling requirements and space availability. The key consideration is cable distance and
the types of media used between leaf and spine switches. Leaf switches should be installed
top-of-rack (ToR) in high-density environments or middle-of-row in low-density environments.
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Physical Cabling

Consistent port selection across racks and in the spine switches increases the ease of configuration
management, monitoring, reporting, and troubleshooting tasks in the data center.

Breakout cables are numbered consistently with their split port designation on the switch.
Document all connections.

Ensure that distance limitations are observed for your preferred host connection media and between
switches.

Top of Rack Cabling
The illustrations below show the port configuration on two types of 48-port ToR switches. Redundant
ToR switch pairs must be the same model.

Ports on an Aruba CX 8325-48Y8C:

1@ 4@ 7@ 10@ 13@ 16@ 19@ 2@ 25@ 8@ 31@ 4@ 7@ 0@ 43@ %60

° 51 53 @ ° 55

|| || © o
2@ 5@ 8@ 1@ 14@ 17@ 20@ 8@ 2@ 290 32@ %@ 33O 41@ 4@ 4@ _ _

3@ 6@ 9@ 12@ 15@ 18@ 21@ 24@ 27@ 30@ 33@ 6@ 39@ 2@ 45@ 8@ 500 [ ] 52 54 @

Figure 1: 8325 ToR switch

Ports on an Aruba CX 10000-48Y6C:

1@ 3@ 50 7@ 9@ 11@ 13@ 5@ 17@ 19@ 21@ 2@ 5@ 27@ 290 31@ 3@ 35@ 7@ 3@ 41@ 43@ 450 70 490

2@ 4@ 6@ 8@ 10@ 12@ 4@ 16@ 18@ 0@ 2@ 2@ 6@ 280 0@ 332@ 4@ 336@ 38O 0@ 2@ 4@ 460 480 560

Figure 2: 8325 ToR switch

In a redundant ToR configuration, the first two uplink ports should be allocated to interconnect re-
dundant peers (ports 49-50 on 8325-48Y8C and 10000-48Y6C switches), which provides physical link
redundancy and sufficient bandwidth to accommodate a spine uplink failure on one of the switches.

Two links between redundant peers are sufficient for most deployments, unless the design may result
in high traffic utilization of the inter-switch links under normal operating conditions, such as when
many hosts in a rack are single-homed to only one of the redundant switches.

Additional uplink ports should be allocated to connect spine switches (ports 51-56 on an 8325-48Y8C
and ports 51-54 on a 10000-48Y6C).

The highest numbered non-uplink port should be reserved as the VSX keepalive link between a ToR
redundant pair.
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VSX automation in HPE Aruba Networking Fabric Composer requires a dedicated physical port
or a loopback address for the VSX keepalive interface. The recommended configuration is a
dedicated port.

Determine a consistent number of leaf-to-spine links required on each ToR to achieve the desired
oversubscription ratio. The number of spine switches is equal to the number of per ToR links required.

Follow a similar approach when using lower density ToR designs. Before deploying ToR configurations
that require server connectivity at multiple speeds, review the switch guide to determine if adjacent
ports are affected.

Configuration steps for changing port speeds are covered later in this guide. Refer to the Data Center
Reference Architecture section for guidance on port speed groups on different hardware platforms.

Spine-to-Leaf Cabling

The illustration below shows the port configuration on an 8325 32-port spine switch.

Figure 3: Spine switch

In a dual ToR configuration, a spine switch must be connected to each switch in the redundant ToR
pair in each rack. A 32-port spine switch supports up to 16 racks in this design. Use the same port
number on each spine switch to connect to the same leaf switch to simplify switch management and
documentation. For example, assign port 1 of each spine switch to connect to the same leaf switch.

Border Leaf Cabling

In a VXLAN spine-and-leaf design, a pair of leaf switches serves as the single entry and exit point to
the data center. This is called the border leaf, but it does not require dedication to only border leaf
functions. It may provide services leaf functions and, in some cases, provide connectivity to directly
attached data center workloads. Cabling the border leaf can vary among deployments, depending
on how the external network is connected and if services such as firewalls and load balancers are
connected.

After all switches are physically installed with appropriate power and networking connections, continue
to the next procedure.

Out-of-Band Management

The use of a dedicated management LAN for the data center is strongly recommended.
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A dedicated management LAN on separate physical infrastructure ensures reliable connectivity to
data center infrastructure for automation, orchestration, and traditional management access. The
management LAN provides connectivity to HPE Aruba Networking Fabric Composer, Aruba NetEdit,
and AMD Pensando Policy and Services Manager (PSM) applications. Ensure that the host infrastructure
needed for those applications also can be connected to the management LAN or is reachable from the
management LAN.

Deploy management LAN switches top-of-rack with switch and host management ports connected.
Plan for an IP subnet with enough capacity to support all management addresses in the data center.
DNS and NTP services for the fabric should be reachable from the out-of-band management network.

Configuration steps for the management LAN are not covered in this guide.

Switch Initialization

Go to the HPE Networking Support Portal and download the AOS-CX Fundamentals Guide for the
version of the operating system you plan to run using the steps noted above for “Switch Installation.”

Refer to the operating system release notes and consult with an HPE Aruba Networking SE or
TAC team member for assistance with determining and selecting the version.

The “Initial Configuration” section of each Fundamentals Guide presents detailed instructions for
connecting to the switch console port. After connecting to the console port, follow the steps below.

Step 1 Enable power to the switch by connecting power cables to the switch power supplies.

Step 2 Login with the username admin and an empty password.

Step 3 Enter a new password for the admin account.

The “Initial Configuration” section of the Fundamentals Guide provides detailed instructions for
logging into the switch the first time.

Step 4 Confirm that all CX 10000 switches in the fabric are running an AOS-CX version compatible with
the Fabric Composer and PSM versions of a deployment. Table 2 in the Fabric Composer’s Pensando
PSM & AOS-CX 10000 Software Selection Guidance document provides a matrix for compatibility. This
guide uses the following versions of firmware and software:

« AOS-CX:70.13.1050
« HPE Aruba Networking Fabric Composer: 7.0.5
« PSM:1.80.1-T-6

Step 5 Confirm that all other switches are running AOS-CX 10.10 long-term stability release or AOS-CX
10.13+ for compatibility with Fabric Composer 7.0.5 used in this guide.
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Step 6 If the switch was previously configured, reset it to the factory default configuration. Fabric
Composer requires a factory default configuration for orchestration during the fabric configuration
process.

8325# erase all zeroize

This will securely erase all customer data and reset the switch
to factory defaults. This will initiate a reboot and render the
switch unavailable until the zeroization is complete.

This should take several minutes to one hour to complete.
Continue (y/n)? y

Step 7 Configure 6300M VSF stacks using the Aruba AOS-CX VSF Guide.

VSF stacks should be configured on 6300 switches before making any other configuration
changes after zeroization.

Step 8 Configure switch hostnames.

hostname RSVDC-FB1-LF1-1

NOTE:

It is important to use a canonical naming scheme to easily identify the function of each switch.
The hostname scheme above uses <physical location>-<fabric identifier>-<role and unique VSX
pair identifier>-<VSX pair member id> to identify the correct fabric and role when using Fabric
Composer. When using this scheme for switches that are not in a VSX pair, the number in the
role field is sufficient for unique identification (i.e., RSVDC-FB1-SP1).

. J

Step 9 Configure the Switch Management Interface. By default, the management interface uses DHCP
for its configuration. DHCP reservations can be used to assign a consistent IP address, default gateway,
and nameserver. Static IP configuration eliminates dependence on DHCP service availability.
interface mgmt
no shutdown
ip static 172.16.116.101/24

default-gateway 172.16.116.1
nameserver 172.16.1.98

NOTE:

Based on the existing IP address management process, determine a subnet to be used for the
management LAN, where out-of-band (OOB) management ports on your switches are connected.
Aruba Fabric Composer must be reachable from this network. The “Initial Configuration” section
of the Fundamentals Guide provides detailed instructions for configuring the management
interface.

\. J

Step 10 When spines use breakout cabling, configure split ports with the appropriate number of child
interfaces and connection speeds, then confirm the operational port change.
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interface 1/1/1-1/1/3
split 2 100g

RSVDC-FB1-SP1(config)# interface 1/1/1-1/1/3
RSVDC-FB1-SP1(config-if-<1/1/1-1/1/3>)# split 2 100g

This command will disable the specified port, clear 1ts configuration,
and split 1t into multiple interfaces.

Continue (y/n)? y
RSVDC-FB1-SP1(config-if-<1/1/1-1/1/3>)# I

Typically, a spine uses a consistent split port strategy. An interface range is used to assign the
same split configuration to multiple ports. The confirm parameter in the split configuration
statement disables the operational warning. For example, split 2 100g confirm. Split interfaces
also can be configured in HPE Aruba Networking Fabric Composer.

Download HPE Aruba Networking Fabric Composer

Step 1 Navigate to the HPE Networking Support Portal.

Step 2 Click the Software and Documents pane.

Step 3 In the File Type filter, select Software.

Step 4 In the Product filter, select “Aruba Fabric Composer”, and click Apply.

Step 5 In the search results, select the appropriate OVA version and download it to your computer. This
guide uses Fabric Composer 7.0.5.

Step 6 In the File Type filter, uncheck Software, then select Documents.
Step 7 Type release notes in the Search Files bar.

Step 8 Click on the HPE Aruba Networking Fabric Composer release notes for the version of software
downloaded. The download link on the resulting page forwards the browser to Fabric Composer’s
online help, install guide, and compatibility matrix. Review the installation considerations in the Install
Guide to ensure that adequate host resources are available.

HPE Aruba Networking Fabric Composer is provided in ISO format for installation using other
hypervisors. High availability Fabric Composer clusters are only supported when using an 1ISO
image.
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Install HPE Aruba Networking Fabric Composer

Install Fabric Composer using the best process for your organization. The following process installs the
Fabric Composer OVA using VMware vCenter.

Step 1In the Hosts and Clusters tab, right click on the location to install Fabric Composer and select
Deploy OVF Template... to launch the installation wizard.

vm vSphere Client

8 9 [ Solution

v [J vCenter.orange-tme.com Summary Mo
v Roseville
v [ Solutif——=*+= —

ri1 Actions - Solutions TME

[ rsv
[ rsv] ¥] Add Hosts...
() AF
() AF

& AF| ® New Resource Pool...

T New Virtual Machine...

() NE 18 Deploy OVF Template...
(1 NE

@ RSY 38 New vApD...

Step 2 On the Select an OVF template page, click Local file, choose the downloaded AFC OVA file,
and click NEXT.
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Debloy OVF Template
1 Select an OVF template Select an OVF template
2 Select a name and folder Select an OVF template from remote URL or local file system

3 Select a compute resource

4 Review details Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible

5 Select storage from your computer, such as a local hard drive, a network share, or a CD/DVD drive

~
6 Ready to complete JURL

@ Local file

Choose Files | ArubaFabricCo..r-7.0.5-14110.ova

CANCEL NEXT

Step 3 On the Select a name and folder page, enter a virtual machine name, select a target folder for
the installation, and click NEXT.

Deploy OVF Template

v 1Select an OVF template Select a name and folder

_ Specify a unique name and target location

3 Select a compute resource

4 Review details Virtual machine name: rsvdc-afc-O1

5 Select storage

6 Ready to complete Select a location for the virtual machine.

v G vCenter.orange-tme.com
v Roseville
> [ Backend
] Clone and Template Machines
] Discovered virtual machine

£ Home Lab

] Templates
[ Test Clients

>
>
>
> [ Management Workstations
>
>
> [ Unit Under Test

CANCEL BACK NEXT

Step 4 On the Select a compute resource page, select a cluster or cluster member and click NEXT.
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Deploy OVF Template

v 1Select an OVF template Select a compute resource

+ 2 Select a name and folder Select the destination compute resource for this operation
4 Review details v [ff Roseville
5 Select storage v [ Solutions TME
6 Ready to complete [j rsvbe-esx-1.orange-tme.com

[j rsvbe-esx-2 orange-tme.com

Compatibility

v/ Compatibility checks succeeded. |

CANCEL BACK NEXT

&
Step 5 On the Review details page, read the information presented and click NEXT.
Deploy OVF Template
v 1Select an OVF template Review details
v 2 Select a name and folder Verify the template details.
+ 3 Select a compute resource
4 Review details /\ The OVF package contains advanced configuration options, which might pose a security
5 License agreements risk. Review the advanced configuration options below. Click next to accept the advanced
6 Select storage configuration options.
7 Select networks
8 Customize templiate Publisher No certificate present
9 Ready to complete
Product Aruba Fabric Composer
Version 7.0.5-14110
Vendor Aruba, a Hewlett Packard Enterprise company
Description Aruba Fabric Composer Virtual Appliance. The Virtual Appliance consists of a
single VM called Aruba Fabric Composer
Download size 941.0 MB
Size on disk 2.2 GB (thin provisioned)
100.0 GB (thick provisioned)
Extra virtualhw.productcompatibility = hosted
configuration
CANCEL BACK NEXT
4

Step 6 On the License agreements page, read the license agreement, select | accept all license
agreements, and then click NEXT.
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Deploy OVF Template

v 1Select an OVF template License agreements

+ 2 Select a name and folder The end-user license agreement must be accepted.

+ 3 Select a compute resource

v 4 Review details Re:ad anld accept the termf for the I|ceJnsPe agreement.

-~
5 License agreements exist. Modifications to the Agreement will be made only through a written amendment

6 Select storage signed by both parties. If HPE doesn't exercise its rights under this Agreement, such delay
7 Select networks is not a waiver of its rights.

8 Customize template 16. Australian Consumers. If you acquired the software as a consumer within the meaning
9 Ready to complete of the "Australian Consumer Law' under the

Australian Competition and Consumer Act 2010 (Cth) then despite any other provision of
this Agreement, the terms at this URL apply: http:/www.hpe.com/software/SWLicensing.
17. Russian Consumers. If you are based in the Russian Federation and the rights to use the
software are provided to you under a

separate license and/or sublicense agreement concluded between you and a duly

authorized HPE partner, then this Agreement shall not be applicable.

| accept all license agreements.

CANCEL BACK NEXT

Step 7 On the Select storage page, select the preferred provisioning method and storag volume, then
click NEXT.
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Deploy OVF Template
v 1Select an OVF template Select storage
v 2 Select a name and folder Select the storage for the configuration and disk files

+ 3 Select a compute resource
v 4 Review details M

+ 5 License agreements

Select virtual disk format Thin Provision
6 Select storage

7 Select networks VM Storage Policy: Datastore Default v
8 Customize template Name Capacity Provisioned Free Type
9 Ready to compiete & uut 10 TB 1.08 T8 9.417TB VMFS6 “
4 b v
Compatibility

v/ Compatibility checks succeeded.

CANCEL BACK NEXT

Step 8 On the Select networks page, select a VM Network with connectivity to the data center out-of-
band netowkr and click NEXT.

Deploy OVF Template

1 Select an OVF template Select networks

2 Select a name and folder Select a destination network for each source network.

4 Review details Source Network Y  Destination Network

5 License agreements VM Network BACKEND -

v
v
+ 3 Select a compute resource
v
v
v

6 Select storage

7 Select networks

8 Customize template

1items

9 Ready to complete IP Allocation Settings

IP allocation: Static - Manual

IP protocol: IPv4

CANCEL BACK NEXT

Step 9 On the Customize template page, enter values for the following fields and click Next.

(A) Network - General settings - (1) Hostname: rsvdc-afc-01 - (2) Domain Name: example.local - (3)
Primary NTP Server: 172.16.1.99 - (4) Secondary NTP Server: 172.16.1.98

Validated Solution Guide 22



May 28, 2025

(B) Network - Static IP settings - (1) IP Address: 172.16.1.50 - (2) Network Mask: 255.255.255.0 - (3) Default
Gateway: 172.76.1.1- (4) Primary Name Server: 172.16.1.99 - (5) Secondary Name Server: 172.16.1.98

(D) Linux Password - Password: <password&gt - Confirm Password: <password>

Check Use DHCP when dynamic addressing is preferred over static IP assignment.
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8 Customize template

9 Ready to complete

(1) Hostname

(2) Domain Name

(3) Primary NTP Server

(4) Secondary NTP Server

~ (B) Network - Static IP settings

(1) IP Address

(2) Network Mask

(3) Default Gateway

(4) Primary Name Server

(5) Secondary Name Server

~ (C) Network - DHCP settings

Use DHCP

~ (D) Linux Password

Linux admin Password

Deploy OVF Template
v 1Select an OVF template Customize template |
+ 2 Select a name and folder Customize the deployment properties of this software solution.
v 3 Select a compute resource
v 4 Review details ‘ © All properties have valid values X
+ 5 License agreements
v 6 Select storage ~ (A) Network - General settings 4 settings
v 7 Select networks

(Short) host name to assign to this VM. For static IP addresses,

this name must resolve to the IP address on your DNS server.

rsvdc-afc-01

Domain name to assign to this VM. For static IP addresses, this

domain must resolve on your DNS server.

example.local

Hostname or IP address of primary NTP server. Leave blank if

not using or if NTP servers are provided by DHCP.

fes]
17216199 oo9)]

Hostname or IP address of secondary NTP server.

17216.1.98

5 settings

Static IP address to assign for this interface. (Note: For all IP

address fields, specify as "0.0.0.0" to use DHCP)

17216150

Network mask for this interface.

255.255.255.0

Default gateway for this interface.

17216.11

Primary DNS name server IP address.

=
172.16.1.99 o9]]

Secondary DNS name server IP address.

17216198

1 settings

Check to use DHCP to obtain an IP address.

O
1settings
Set the Linux admin user account password

Password ETTTRIN

88

Confirm Password

CANCEL

NEXT

Step 10 On the Ready to complete page, click FINISH.
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Deploy OVF Template

Folder

Resource

Storage mapping

All disks

Network mapping

+ 1Select an OVF template Ready to complete
v 2 Select a name and folder Click Finish to start creation.
+ 3 Select a compute resource
v 4 Review details
+ 5 License agreements Provisioning type Deploy from template
v 6 Select storage
9 Name rsvdc-afc-01
v 7 Select networks
+ 8 Customize template Template name ArubaFabricComposer-7.0.5-14110
9 Ready to complete Download size 941.0 MB
Size on disk 22GB

Unit Under Test

Solutions TME

1

Datastore: UUT; Format: Thin provision

1

VM Network BACKEND
IP allocation
settings

IP protocol IPV4

IP allocation

Properties

Static - Manual

(1) Hostname = rsvdc-afc-01

(2) Domain Name = example.local

(3) Primary NTP Server =172.16.1.99

(4) Secondary NTP Server =172.16.1.98
(1) IP Address = 172.16.1.50

(2) Network Mask = 255.255.255.0

(3) Default Gateway =172.16.1.1

(4) Primary Name Server =172.16.1.99
(5) Secondary Name Server =172.16.1.98
Use DHCP = False

v

Step 10 Open a web browser and connect to Fabric Composer at the previously configured IP address.

The software version is not displayed and login is not allowed while the system is initializing.

Step 12 On the Fabric Composer page, enter the following default credentials, and click LOGIN.

« Username: admin

« Password: aruba
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&)

Fabric Composer

v7.0.5-14110

admin

(3 Remember Me m
HPE ...

Step 13 Enter the current and new password and click APPLY.
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 Change Password @

Your password must be changed to login.

Current™ | eeens
New * erssesene

Must be more than 1 character(s) long.
Confirm * ceeesenel|

Must match the new password field

PASSWORD POLICY

(* = Required) CANCEL APPLY

Add HPE Aruba Networking Fabric Composer Licenses

Step 1 On the Maintenance menu, select Licenses.

arubQ  Fabric Composer Dashboard Configuration ¥  Maintenance v  Visualization v

Switches
SWITCHES - ALL LOCAL FABRICS

Audits

sjoued

Switches in Fabrics

0

Support Bundles

Device Firmware

7, Switch Checkpoints

Syslog

)
Q
B
&
[as] Backups
&

FABRIC INVENTORY - ALL LOCAL FABRICS High Availability

0 wac e

Attachments P

Step 2 On the ACTIONS menu in the Maintenance/Licenses pane, select ADD.
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arubQ | Fabric Composer Dashboard Configuration ¥  Maintenance v Visualizaton v | O Where can | find...? |
[z Switches ) .

Maintenance / Licenses
0 Audits ® ®$ G ACTIONS v
Support Bundles Status
4 Device Firmware belete

Delete All

Backups

Step 3 On the License page, paste the JSON license string in the License field and click APPLY.

@ License

Enter a required license string.

License * k+EOfGzQ04c6EysRQBTaGBTQhVJHyUk2AdBZNIY7rCMHP829A=\"}, \"'swsn\":\"A681E25F80AOF4F65B\')"

A JSON string.

(* = Required) CANCEL

Step 4 Review the installed license to verify that the Start Date, End Date, Quantity, and Tier values
display as expected.

Maintenance / Licenses

® O C Actions v

Status License Key Product Start Date
VALID ATYSYEHU34A) R7G99-DEMO Fri Feb 17 |
0800 (Cent

Fabric Composer manages two tiers of switches (Tier 3 and Tier 4). The datasheet for each
switch model identifies the license tier required.
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Install HPE Aruba Networking Fabric Composer for High Availability

Refer to the HPE Aruba Networking Fabric Composer Installation Guide available on the HPE Networking
Support Portal. In the “Installing High Availability for HPE ANW Fabric Composer using ISO” section,
review the installation requirements and ensure that adequate host resources are available. Follow
the steps provided to deploy the HA cluster.

Download AMD Pensando Policy and Services Manager

When using the firewall capabilities of the CX 10000 switch in a data center, AMD Pensando Policy and
Services Manager (PSM) VMs must be installed on a network that is accessible by Fabric Composer and
switch management interfaces.

Step 1 Navigate to https://asp.arubanetworks.com/.
Step 2 On the menu at the top of the page, select Software & Documents.
Step 3 In the Search Files field at the top, type Pensando.

Step 4 In the search results, select the latest OVA version and download it to your computer.

Install AMD Pensando Policy and Services Manager

In the Aruba Support Portal search results, find the Pensando Policy and Services Manager for Aruba CX
10000: User Guide. Review the “PSM Installation” section and ensure that adequate host resources are
available. PSM requires a minimum of three VM instances for a production deployment.

Step 1 Select the OVA file using the Deploy OVF Template workflow within vCenter and click NEXT.

Deploy OVF Template
Select an OVF template

2 Select a name and folde Select an OVF template from remote URL or local file system

Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your computer, such as
a local hard drive, a network share, or a CD/DVD drive.
OURL

® Local file

\/ Browse... \ psm.dss.1.54.5-T-2.ova

CANCEL NEXT

Step 2 Choose the appropriate options in Select a compute resource and proceed through Review
details.

Validated Solution Guide 29


https://networkingsupport.hpe.com/
https://networkingsupport.hpe.com/

May 28, 2025

Step 3 On the Configuration page, click the radio button for Production and click NEXT.

Deploy OVF Template

+ 1Select an OVF template
v 2 Select a name and folder
v 3 Select a compute resource
v’ 4 Review details

6 Select storage

7 Select networks

8 Customize template

9 Ready to complete

Configuration
Select a deployment configuration

O Trials
{® Production

O Scale

Description

IMPORTANT: This
configuration is required
for production
deployment up to 20
DSS or 100 DSCs This
configuration requires
the following: * 16 vCPU *
64GB RAM * 250GB

Storage

3 Items

CANCEL BACK NEXT

Step 4 Proceed with selecting the appropriate storage and network resources for the deployment.

Step 5 Complete the Customize template form using the example below.
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Deploy OVF Template
+ 1Select an OVF template Customize template
+ 2 Select a name and folder Customize the deployment properties of this software solution.

+ 3 Select a compute resource

v 4 Review details { © All properties have valid values X
v 5 Configuration

v 6 Select storage  Networking 6 settings
v 7 Select networks

8 Customize template Hostname Hostname

9 Ready to complete psm-01

IP Address IP Address of ethO (DHCP if left blank)
17216.104.51

Netmask Netmask of ethO (DHCP if IP Address is left blank)
255.255.255.0

Gateway Gateway of ethO (DHCP if IP Address is left blank)
172.16.104.1

DNS Server DNS server (Multiple servers need to be comma separated

or DHCP if IP Address is left blank)

17216.1.98
Domain Name Domain name, e.g. example.com
example.local
~ Password 1settings
Console password (minimum 8 Console password
chacters with at least one upper
paSSWOrd 00000000
case, one lower case, and one
Confirm Password teecssece

nunber)

CANCEL BACK

Step 6 Complete the VM creation workflow.

Step 7 Create additional PSM VMs as needed.

Additional VMs can be created by importing the OVA again or by cloning the first VM as a template

as described in the “Installing OVA on ESXi” section of the Pensando Policy and Services Manager
for Aruba CX 10000: User Guide.

Configure the AMD PSM Cluster

Step 1In vCenter, login to one of the Penando PSM VM consoles.

« Username: root
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+ Password: < Specified during VM creation process >

Step 2 At the VM console, bootstrap the PSM cluster with the bootstrap_PSM.py utility using the
following command-line switch/value pairs followed by a space-delimited list of IP addresses for all
cluster members.

« -enablerouting: < No value required >

« -distributed_services_switch: <No value required >
+ -autoadmit: False

« -clustername: < User supplied cluster name >

« -domain: <Domain name >

« -ntpservers: < Comma-separated list of NTP servers >

bootstrap_PSM.py -enablerouting -distributed_services_switch -autoadmit False -
clustername FB1_PSM -domain example.local -ntpservers 172.16.1.98,172.16.1.99
172.16.104.51 172.16.104.52 172.16.104.53

The -autoadmit command line switch is set to True by default. This automatically enables any
Distributed Services Switch to join PSM. When a strict admission policy to PSM is required, set
this command line switch to False.

Step 3 When prompted, read and accept the End User License Agreement.

Step 4 Verify that the PSM cluster bootstrap completes successfully.

2823-82-16 23:38:55.815164: * PSM bootstrap completed successfully

2823-82-16 23:38:55.815989: * you may access PSM at https://172.16.184.51

2823-82-16 23:38:55.816779: * Note: For backup and disaster recovery, please fetch and store PSM sec
urity token using the “psmctl" command.

2823-82-16 23:38:55.818379: =+ To generate and store PSM token which can be used to access all DSE’s

2823-82-16 23:38:55.819859: =« susr/pensandosbin/psmct]l get node-token psm-ip localhost psm-port
443 --audience "*" --token-output ~/dse-tok
[rootBpsm-B1 ~1#

Step 5 On the VM console, enter the following to generate a PSM security token.

/usr/pensando/bin/psmctl get node-token --psm-ip localhost --psm-port 443 --
audience "#*" --token-output ~/dse-tok

The token can be used for disaster recovery and backup purposes. Store it with other sensitive
network credentials.

Step 6 When prompted, enter the following default credentials:

« User name: admin

« Password: Pensando0S

Step 7 Open a web browser and connect to PSM at one of the configured VM IP addresses.
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Step 8 On the AMD Pensando login page, enter the following default credentials and click SIGN IN.

« Username: admin

« Password: Pensando0S

AMDZ1
r=NSANUJO

Username

Password

SIGN IN

©2022 Advanced Micro Devices, Inc. All rights reserved.

GO TO DOCS

Step 9 Go to System > Cluster and verify that each PSM VM is listed under Nodes in the Cluster Detail
pane with the following values.

« Quorum: true

« Phase: Joined

Validated Solution Guide 33



May 28, 2025

A EE X = Search v {} @9@

B3 Dashboard Cluster
@ System Cluster Overview
o &3 Cluster . 0216 2344 5
.o Cluster Detall ,Q 6 Last Updated: 2023-02-16 23:44:34 GMT+00:00
& DsS Name: FBI_PSM CPU
3 . 24h Avg Cluster 5%
Firewall Log Search: Enabled N\ CPU Usage Usage 0%
Tenants s
Healthy: true
) ] : Memory
¢ Workload Security Policy Rule Scale: Max 6K Rules N 21 % 24h Avg Cluster 2
Creation time: 2023-02-16 23:29:28 GMT+00:00 % Memory Usage pLae 2%
[Z] Monitoring Last Leader Transition Time:  2023-02-16 23:29:57 GMT+00:00 A Storage
Auto Admit DSSs: no el 40/ 2h Avg Cluster
&, Troubleshoot T S O Usage
NTP Servers: 172161.98 L
STORAGE
(3 Orchestrator 172161.99
Nodes:
- .
-l Admin Name Quorum Phase
1721610452 true Joined
1721610453 true Joined
17216104.51 true Joined

Step 10 Go to Admin > User Management, mouse-over the admin user, and click the Change pass-
word icon.

AMDIDl —
PENSANDO K = Search

Dashboard RBAC Management

System Manage User

fenants AdminRole (1)
Workload adm{n
° Admin User
-
Monitoring AdminRole

Troubleshoot

Orchestrator

Admin

Preferences

Auth Policy

User Management

Step 11 Enter the old and new passwords and click Save changes.
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AMD1 _
PENSANDD K = Search

Dashboard RBAC Management
System Manage User
Tenants AdminRole (1)
Workload S

® Admin User

-
Monitoring UL

admin@example.local

Troubleshoot

Old Password: | oeeeeeeeee
Orchestrator New Password: | seesssese
Admin Confirm New Password: | ********

Preferences
Auth Policy

User Management

Changing the password on one VM updates all cluster members.
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EVPN-VXLAN Configuration

Configuring an HPE Aruba Networking data center fabric is best performed using the HPE Aruba
Networking Fabric Composer guided setup process. Fabric Composer automates switch provisioning,
underlay link and routing configuration, overlay configuration, and integration with VMware vCenter.

Physical Topology Overview

The diagram below illustrates the physical links and hardware that comprise the primary data center
in this guide. Fabric Composer is used to configure a routed underlay and EVPN-VXLAN overlay for the
topology.

RSVDC-FB1-LF1-1 RSVDC-FB1-LF1-2
CX 1000-48Y6C CX 1000-48Y6C

Border Leaf
Switches

RSVDC-FB1-SP1

enes ()

Leaf
Switches u=
RS -1 RSVDC-FB1-LF2-2
RSVDC-FB1-LF3-1 RSVDC-FB1-LF3-2
CX 10000-48Y6C CX 10000-48Y6C CX 10000-48Y6C CX 10000-48Y6C
Server Access m

Switches (Sub Leaf) EEEE

RSVDC-FB1-LF3-SA1
2 x CX 6300M

HPE Aruba Networking Fabric Composer Process

Fabric Composer’s Guided Setup automates configuration following these steps:

« Switch discovery: Discover and inventory data center switches in Fabric Composer.

+ Fabric Composer fabric creation: Define the logical construct that identifies a fabric within
Fabric Composer.

+ Switch assignment: Assign roles to fabric switches.

+ NTP and DNS configuration: Assign NTP and DNS servers to fabric switches.

« VSX configuration: Create VSX-redundant ToR leaf pairs.

+ Leaf/Spine configuration: Assign IP addresses to leaf/spine links.

+ Underlay configuration: Establish OSPF underlay to support the EVPN-VXLAN overlay data
plane and control plane.
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« Overlay configuration: Establish BGP peerings to enable the EVPN overlay control plane and
VXLAN tunnel endpoints for overlay data plane.

+ EVPN configuration: Establish Layer 2 EVPN mapping of VLANs to VXLAN Network Identifiers
(VNIs).

When the Guided Setup is complete, additional configuration details for host onboarding, external
fabric connectivity, testing, and multicast are required:

« Layer 3 services within overlays.
+ Multi-chassis LACP LAG configuration for host connectivity.

Routing between the data center and campus.

Overlay loopbacks for testing reachability to directly connected hosts and resources both inside
and external to the fabric.

PIM-SM and IGMP to support overlay multicast services.

For additional details on the Guided Setup steps, refer to the “Guided Setup” section of the HPE Aruba
Networking Fabric Composer User Guide.

Plan the Deployment

Before starting the guided setup, plan ahead and develop a naming convention and address scheme
with values that can accommodate the current deployment size and leave room for growth. Using a
consistent approach in the physical and logical configurations improves the management and trou-
bleshooting characteristics of the fabric.

This section provides sample values and rationale. Adjust the values and formats as needed to accom-
modate the current and projected sizes of the fabric effectively.

Naming Conventions

Fabric Composer supports the execution of operations on a single switch or on a selected group of
switches.

Establish a switch naming convention that indicates the switch type, role, and location to simplify
identification and increase efficiency when operating production-scale fabrics. Configure switch names
before importing them into Fabric Composer.

Example values used in this guide:

Switch Name Fabric Role  Description
RSVDC-FB1-SP1  Spine Fabric #1, Spine #1
RSVDC-FB1-LF1-  Leaf Fabric #1, VSX Leaf Pair #1, Member #1

1
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Switch Name Fabric Role  Description
RSVDC-FB1-LF1-  Leaf Fabric #1, VSX Leaf Pair #1, Member #2
2
RSVDC-FB1-LF3- Server Fabric #1, VSF Server Access Stack #1 attached to Leaf Pair #3
SA1 Access (Sub
Leaf)

VSF stacks used in the server access role contain two or more switches. The stack operates as a
single logical switch with a single control plane. It is not possible to differentiate between stack
members using a unique hostname.

The Guided Setup prompts for a Name Prefix on some steps. Name prefixes are logical names used
within Fabric Composer. Choose a descriptive name to make it easy to monitor, edit, and execute
operations. The procedures below include examples of effective names that can be used.

Underlay Connectivity and Addressing

Point-to-point connections between spine-and-leaf switches are discovered and configured automati-
cally for IP connectivity using /31 subnets within a single network range. Fabric Composer supports
addressing up to 128 links inside a fabric using a /24 subnet mask. The maximum number of links on a
fabric is determined by the aggregate port count of the spine switches.

Another network range is provided to create: * A /32 loopback address on each switch, used as the router
ID for OSPF and BGP. * A /31 transit VLAN between ToR switch pairs to ensure data plane continuity in
case of host link failure. * A /31 point-to-point interface between ToR switch pairs to transmit keep-alive
messages for VSX peer loss detection.

Fabric Composer creates each of these subnet types automatically from a single network range provided
during the VSX setup process. If VSX is not used, the network range is provided during the underlay
configuration process.

Example values used in this guide are:

Purpose Description Example

Leaf-Spine IP address block An IPv4 address block used to create /31, 10.255.0.0/23
point-to-point layer 3 links between leaf
and spine switches.
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Purpose Description Example

Routed loopback, VSX transit VLAN, and  An IPv4 address block used to allocate 10.250.0.0/23

VSX Keep-Alive Interface IP address block  unique loopback addresses (/32) for each
switch, for VSX keep-alive point-to-point
connection (/31) and also used as a
transit-routed VLAN between redundant
ToRs (/31)

Overlay Connectivity and Addressing

The overlay network is created using VXLAN tunnels established between Virtual Tunnel Endpoints
(VTEPs) within the leaf switches in the fabric. Loopback addresses assigned to establish route peerings
are unique per switch and cannot be used as a VTEP IP when using VSX. A single logical VTEP per rack
is defined by creating a dedicated /32 loopback interface common to both ToR peer switches. The
interfaces are assigned automatically from a single subnet scope provided during the overlay guided

setup.
Purpose Description Example
VTEP IP address An IPv4 address block used to allocate VXLAN tunnel 10.250.2.0/24
block endpoint (VTEP) loopback addresses (/32) for each ToR

switch pair

A Virtual Network Identifier (VNI) is a numerical value that identifies network segments within the
fabric’s overlay topology. The VNI is carried i